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It is shown that the optimal trajectories in the linear problem of optimal con- 
trol with a quadratic functional and a large parameter accompanying the 

control are clme , in a certain sense, to the solutions of a specially construc- 
ted problem of the same type but of lower dimension, The controls in this 
new problem are the “rapid” components of the phase variables, 

In the applications, the mathematical model of the controlled object 

may contain large gain coefficients of the order of e-l (a>0 isasmall 

parameter), Such models are singularly -perturbed [I 3, some of their mo - 
tions are rapid, and some are slow. This was pointed out, in particular, by 

Gerashchenko in [2] where the problem of separating the motions in a closed 
controL system with a large gain coefficient accompanying the control was 
discussed. 

Problems of optimal control with differential constraints of this type are 

usually solved in the following manner: equations containing a+ are mul- 

tiplied by a, and then assumed a = 0 whereupon the whole control vector 

or some of its coordinates vanish and the cor~~nding phase variables be - 

come the controls in the resulting problem of lower dimension. For example, 
the computations in the problem of controlling the flight of a rocket in vacua 

(plane case) which was shown to the author by N , N . Moiseev , are carried 
out with the rotation about the center of mass neglected, i. e. the phase vari- 
able represented by the angle related to the direction of thrust is regarded as 

the control, and the control consisting of the torsional moment is neglected 

(see also [3 ] 1. 
The above approach is substantiated using, as an example, the problem 

of analytic construction of a regulator of state. 

We require to find an r -dimensional continuous function v (t) minimizing 

the functional 
T 

I(u) = +-d (T) Fx (T) + + 1 (X’Q (t) x + U’R (t) z7) dt (1) 

on the trajectories of the system 

. 
Xl = Al (t) 21 + A2 (t) 

. 
9 = A3 (0 $1 + 4 0) 

xz 4 B1 (t) *, x1 W = xl0 (2) 

x2 + fr-l Bz (t) v, 4 (to) = x2” 
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Here all matrices are twice continuously differentiable in 6, R (t) and Q (r) are 
matrices ~tive-dead in it,, TJ I F is a constant p~i~ve-def~te matrix, the 
prime denotes transposition. 

We shall assume for simplicity that BL (t) s 0. Let B2 (t) be an m X r 
matrix of rank r , and m=r. In this case we can write B2 (t) s E ( E is a 
unit matrix of dimension I’ ) without loss of generality. Taking these assumptions in- 
to account, we can rewrite (2) in the form 

* 
Xl = 4 0) ~1 + A2 ($1 3~29 ~1 k,) = s: (31 
eq’ = GAB (t) 51 + n A, (t) ~2 + v, $2 (&J = =z" 

i. e. the system contains a small parameter e accompanying the derivatives e and it 
can be expected that the boundary value problem of the Pontriagin maximum principle 
for the problem (11, (3) will be singularly perturbed. Indeed we have (v = R-r p2) 

51 - = AI (t) zr+ A2.W ~2 

eq' = 8 As(t) $1 + e A4 (t) q + R-312 
(4) 

Pi = QI (4 ~1 + Q2 W x2 - Al’ (t) pl - 6 Azt’(t) ~2 

@pi = Qz' Ws, + OS 0) ~2 --4' (t) ~1 - e&‘(t) p2 

51 (&J = XI', x2 t&A = ~2~; PI (T) = -_(Fsx (T) + F2~2fT)) 

P2 (T) = --12-1 V2'Xl m + P@2 co) 

Here pi (i!), Pz” (t) = 8P2 (t) denote the conjugate variables of the maximum 
principle, c2 (t) and P2 (t) are the rapid variables while XI(~) and PI 0) 
are the slow variables. When e = 0 , the additional conditions for x2 and p2 at 

t = &, and t = T respectively are, in general, lost, and this leads to the ap - 
pearance of boundary layer zones near these points. 

The singular character of the condition for p2 (T) when e = 0 ,constitutes 
the characteristic feature of (4). As the result of this, the boundary condition for the 
slow conjugated variable changes discontinuously in the limit as e-+0 . This im- 
plies that the term of the limiting variational problem of reduced dimensionality ap - 
pearmg outside the integral also changes d~c~~nuously . problems of this type have 
been studied earlier ( * 1. 

Using the results of [‘I 1, we shall consider the passage to the limit in the SOhtiOnS 

of (4 ) , passing from (4 ) to the Cauchy problem for the Piccati equation 

K = - K A - A’K + RBR-‘B’K - Q, K (T) = F (5) 

A 

We note that the passage from (4 ) to (5 ) utilizes the relation 

PI 

a RI 
K 

X1 =: 
&P2 22 

(6) 

*) Dmitriev M . G . Study of the singular perturbations of the optimal control problems. 
Candidate’s Dissertation. Dnepropetrovsk , 1972. See also C5 - 7 I. 
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Let 4 0, 4, x2 k 81, u (t, e), I e* denote, in the problem (11, (3 ) I the op - 
timal trajectories, the control and the minimum value of the functional, respectively. 

Theorem. When E -+ 0 xl (t, E) 3 z, (t) uniformly in t E [to, TJ C 
[to, Tl, $2 (t, 8) --f Z2 (t) uniformly in t E [To, T,l C [to, Tl, u (t, 8) -+O 

uniformly in t E [TO, T,I and I,*-+ I*. Here 2, (t), z2 (t) and I* denote, 
respectively, the optimal trajectory *optimal control and minimum value of the func- 

tional of the problem 

3,” Z Al it) 21 -I- Ai 01 re,, $1 (to) = Xl0 
P r o of I Let us write (5 ) block by block 

dKl 

8 - = - Iirr& - z-&A, - EAT’& - eA3*Ks + K&-X3 - Qa dt 

dff, _ 
E - - - &‘A2 - eA2’Ra - e&A, - eA4’Ks -j- &R-l& - Q3 

dt 

KI (T) = F1, &(T) = Fzfc, KS(T) = F81e 

The conditions imposed on the coefficients of (2) and (3 ) imply that the assumptions 
of the corollary to the theorem in [7 ] hold, i.e. when E --t 0 , the solutionsKi (t, 

E), i=1,2,3 ,oftheproblem(8Jtendtothesolutions E,(t), i= 1,2,3 of 

the problem obtained from (8) by setting E = 0 (where x1 (T) = F, - F2 
Fs-lFz’) uniformly in t on every segment Ita, T,] C [to, T]. Finding the values 

of Kls and Ks and substituting them into equations for Ei, we obtain 

dj? 
L= --&(A1 

dt - &Q;‘Q;) - (A,’ - QzQ;'A2') Rx + (9) 

R1A8Q~'Az'~l-(Q1-QaQB1QLZ'), &(T)=Fr-- F2F;‘F2 

The positive-definiteness of the matrices Q and F impfies the positive-definite- 

ness of the matrices Qi - Qs.Q~-~Q~', Fl - F2F3-1Fz1 since they are, according 

to the Frobenius formula for inversion of block matrices [8], diagonal blocks of the 
positive-definite matrices Q-’ and 17-i , respectively. It is easy to show now that 

(9) represents the corresponding Cauchy problem for the Riccati equation connected 
with (7 ) , and the condition of existence and uniqueness of the optimal control in the 

problem (7 > where Z2 acts as the control t both hold. We know from (9 > that the 

optimal control in (7) has the form $a = - Qa-1 [Qe’ +- Aa’ff,] o, and this yields 

Zi’ = (A, - A,Q,-l&'R, - &Qz-'Qz) $1, z, (to) = xl0 
Since 17 = --_R-lB’Kx we have, in place of (3 > I 
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Applying now the theorem due to A. N . Tikhonov [l 1 on the segment [to, T,] 
(the conrition of positive stability of the root $s* (t) = --as-l &?z’Zra (t) holds 
since lirs(t) is a positive-definite matrix) we find that fim x1 (t, e) = %i” (t) 

uniformly in t E [To, Til C [to, T1 where Zr* (t), 2z” (t) is the solution of 
the problem obtained from (10 ) when E = 0. Further we have Rs-l&?s’ = gs-l 
R&-l(Qz' + A& = E3-l~R,-l~; + K,-~R&-~AA~)K; = Q~-~Q~' + 

Qc%*&, and this makes it clear that Zlo (8) = 5, (t), Ss” (t) = 32 (t), thus 
proving the first two assertions of the theorem. The third assertion follows from the 
previous two. Finally, making use of the expression for the minimumvalue of the func- 
tional we obtain lim I,* = I*. 

Co~ollary.~~~~~(~, 8) = & (t) ~~o~~y in 
j& (t) = 0 

tE tto, TJ, lJ2 P2 0, e)= 

uniformly in t E [To, T,] where & (t) is the conjugate vari - 

able of the Pontriagin maximum principle for the problem (7 > , 
The proof follows from (6)) the theoremand the properties of Ki (t, a), i = d,2,3. 

Notes 1’. Making the substi~tion u = a~1 in (1) ,( 2), we obtain a problem which 
can be assumed regularized with respect to the problem with a singular optimal control 

(see below). Having obtained the asymptotics of the solution of the regularized prob - 
lem in terms of the regularization parameter, we can find the asymptotics of the solu - 
tion of the corresponding problem with a large gain coefficient accompanying the con- 
trol (the trajectories coincide at ZI = 8~ ) .Therefore , using the ar~rnen~ employed 
in [4] where the asymptotics of the solution of the regularized problem is constructed 
using the singular perturbation methods, we find that the optimal control v (t, s) in 
the problem (1 ), (2) has, under the condition that F is a positive-semidefinite mat- 
rix and Fs = F, = 0, and provided that the matrix elements in the problem (11, (2) 

are sufficiently smooth in t , the following asymptotic representation : 

where the terms of the boundary layer series lIki (tif, i = 0, 1 tend exponentially to 

zero as I fi I -+ w, i. e. the principal part of the optimal control is concentrated in 

the boundary layer near to. 
In the present case ( F is a positive-definite matrix) the principal part of the 

control lies in the boundary layer near t, and T, and the explanation of its strut - 

ture becomes more complex. 

2O. Let us make the substitution v = EU in (1. >, (3 > and put E = 0 in the 

resulting problem. This yields 

(11) 

31 = AI &I + A, (t)+, 21 (to) = Xl0 
4 * = A, WI + A, (t)+a + u, 2% (to) = sip 

It can be shown that the optimal control is singular [91 and is determined from the 

condition 
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k” = PI' (Al*1 + 44 + pa' (Aax, + 4x8 + 4 - ll,x’Qs 
uu = 0, Pa = Bs) 

~n~~~g the term of the ~cti~l in (11) appearing a&side the integral sign 
we obtain 2s (T) = -F*-1Kd’3+ (T), i. e. the optimal control is, in general, also 
impulsive at the point t = T [lo, 111, Substituting SC, (T) into the functional of 
the problem (11) we obtain a functional just as in (7 ) , i. e. the jump in the value of 
the functional can be obtained as the result of minimizing the term outside the integral 
over the finite values of the rapid variables. 

3”. As in [4], the essential condition of the present work is, that the matrix 

is ~itive-defi~te l In more general cases when this condition no longer holds * the 
control 2, in the problem of reduced dimension becomes itself singular and further 
splitting of the problem becomes necessary [lo, 12 1. 
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